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Research

Semantic graphs have become key 
components in analyzing complex 

systems such as the Internet or biologi-
cal and social networks. These types 
of graphs generally consist of sparsely 
connected clusters or “communities” 
whose nodes are more densely con-
nected to each other than to other nodes 
in the graph. The identifi cation of these 
communities is invaluable in facilitating 
the visualization, understanding, and 
analysis of large graphs by producing 
subgraphs of related data whose inter-
relationships can be readily character-
ized. Unfortunately, the ability of LLNL 
to effectively analyze the terabytes of 
multi-source data at its disposal has 
remained elusive, since existing decom-
position algorithms become computa-
tionally prohibitive for graphs of this 
size. We have addressed this limitation 
by developing more effi cient algorithms 
for discerning community structure that 
can effectively process massive graphs.

Project Goals
Current algorithms for detecting 

community structure are capable of 
processing only relatively small graphs. 
The cubic complexity of Girvan and 

Newman makes it impractical for graphs 
with more than approximately 104 
nodes. Our goal for this project was to 
develop methodologies and correspond-
ing algorithms capable of effectively 
processing graphs with up to 109 nodes. 
From a practical standpoint, we expect 
the developed scalable algorithms to 
help resolve a variety of operational 
issues associated with the productive use 
of semantic graphs at LLNL.

Relevance to LLNL Mission
In recent years, LLNL has developed 

semantic graph technologies capable 
of fusing disparate facts from diverse 
sources into massive semantic graphs 
to facilitate inference of complex and 
anomalous behaviors embedded within 
the data. A critical challenge in effective-
ly applying this technology to the Labora-
tory’s mission is to decompose massive 
graphs into meaningful subgraphs that 
an analyst can effi ciently interrogate to 
identify these behaviors. This research 
represents a signifi cant contribution to 
LLNL’s counterterrorism, biodefense, 
and nonproliferation missions, because 
effi cient decomposition methodologies 
will provide the foundation for informa-
tion analysis environments enabling 
large-scale data mining, and information 
discovery and visualization.

FY2007 Accomplishments and Results
During FY2007, we completed a 

graph clustering implementation that 
leverages a dynamic graph transforma-
tion to more effi ciently decompose 
large graphs. In essence, our approach 
dynamically transforms the graph (or 

Table 1. Computation time reduction over Girvan & Newmanʼs method.
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Tgn: Girvan & Newman’s time (min);  T: our time (min);  R = 100(T-Tgn)/Tgn
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subgraphs) into a tree structure con-
sisting of bi-connected components 
interconnected by bridge links. This 
isomorphism allows us to compute 
edge betweenness, the chief source of 
ineffi ciency in Girvan and Newman’s 
decomposition algorithm, much more 
effi ciently, leading to signifi cantly 
reduced computation time. Test runs on 
a desktop computer have shown reduc-
tions of up to 89% (Table 1).  

Our focus this year has been on 
the implementation of parallel graph 
clustering on one of LLNL’s supercom-
puters. To achieve effi ciency in parallel 

computing, we have exploited the fact 
that large semantic graphs tend to be 
sparse, comprising loosely connected 
dense node clusters. When imple-
mented on distributed memory com-
puters, our approach performed well 
on several large graphs with up to one 
billion nodes, as shown in Table 2. The 
rightmost column of Table 2 contains 
the associated Newman’s modularity, a 
metric that is widely used to assess the 
quality of community structure. 

Existing algorithms produce results 
that merely approximate the optimal 
solution, i.e., maximum modularity. 

Table 2. Computation time for parallel graph clustering. We have developed a verifi cation tool 
for decomposition algorithms, based 
on a novel integer linear programming 
(ILP) approach, that computes an exact 
solution. We have used ILP methodol-
ogy to fi nd the maximum modularity 
and corresponding optimal commu-
nity structure for several well-studied 
graphs in the literature (see fi gure).

The above approaches assume that 
modularity is the best measure of qual-
ity for community structure. In an effort 
to enhance this quality metric, we have 
also generalized Newman’s modularity 
based upon an insightful random walk 
interpretation that allows us to vary 
the scope of the metric. Generalized 
modularity has enabled us to develop 
new, more fl exible versions of our 
algorithms. 

In developing these methodologies, 
we have made several contributions to 
both theoretical graph algorithms and 
software engineering. 
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Optimal community structure for Zacharyʼs karate club.
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